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Abstract This paper assesses the impact of active
queue management schemes on the quality of service
of voice over Internet protocol applications. A new an-
alytical method based on a fixed point approach to esti-
mate the end-user satisfaction is proposed. The results
obtained were validated using discrete event simulation
techniques. In all the studied cases, it was observed a
great deal of agreement between the analytical results
and the results obtained through simulation. The the-
oretical predictions, as well as the presented empirical
evidences confirm, as demonstrated in previous works,
that the use of active queue management offers better
quality of service than the traditional queue control
mechanisms used in Internet. From these results, we
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may reasonably conclude that the presented method
can be used for network design in the presence of voice
traffic.
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1 Introduction

Active queue management (AQM) has been proposed
as a tool for congestion avoidance in Internet [1]. Sev-
eral studies have been dedicated in the past few years
to design and evaluate AQM algorithms [2-5]. AQM
mechanisms interact at network routers sending back
information to the traffic sources about the imminence
of congestion. Transport layer protocols like the trans-
mission control protocol (TCP) have the capacity to
react to these signals reducing data transmission rate
to avoid network congestion. In many cases, the use
of AQM helps to reduce network impairments such as
delay, delay variation (jitter), and packet loss that are
produced during the congestion periods. These lead to
an increase in the quality of service (QoS) of those
applications that are affected for the degradation of
these parameters. The complex interaction between
congestion control mechanisms and the applications
makes it analytically difficult to evaluate the impact of
AQM on the perception that the end users have on
the offered QoS. A previous work [5] verified through
computational simulation that adaptive version of ac-
tive queue management algorithms increases in a sig-
nificant way the customer-perceived quality of phone
calls transmitted through congested connections.
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It is clear that in those scenarios where it is possi-
ble to establish a differentiation of flows and to sepa-
rate voice applications from other applications, a better
choice is to use queues with priority (e.g., priority
queue, low latency queue) [6]. This guarantees for
expedited sending of voice packets with a superior QoS
than it would have with any other mechanism. How-
ever, in heterogeneous networks, it is not always pos-
sible to establish end-to-end QoS warranties for voice
applications. The results of this research are applicable
to those network segments where voice traffic is not
differentiated from remaining traffic. These scenarios
are very common in Internet with the proliferation of
voice over Internet protocol (IP) services (VoIP) based
on peer to peer architectures as it is the case of Skype
whose software has been widely diffused [7, §].

In this work, an analytical procedure is presented
based on a fixed point approach to determine the im-
pact of adaptive random early detection (ARED) and
adaptive virtual queue (AVQ) in the quality of ser-
vice of VoIP applications. The random early detection
(RED) algorithm is the most spread and implemented
AQM proposal in the Internet [2]. This algorithm sig-
nals the traffic sources about congestion imminence by
marking or discarding packets with a certain probability
depending on the average queue size. However, the
overall performance of the original version of RED
algorithm has shown to be very dependent on the con-
figuration parameters. The desired results may not be
obtained in some network scenarios [9, 10]. Its adap-
tive version solves this problem adjusting the control

Fig. 1 Network diagram

parameters of the algorithm in a dynamic way. The only
requirement is to set the desired average queue size or
equivalently the average packet delay in the queue.

The AVQ mechanism [11] is based on the idea of
maintaining a virtual queue with the same size of the
real queue, but with less outflow capacity. For each
input packet, a fictitious packet is put in the virtual
queue whenever it is not full; otherwise, the packet is
marked or discarded.

The model proposed in this paper allows capturing
the interaction between AQM algorithms and sources
of traffic, estimating the values of the delay, jitter, and
packet loss rate. Once obtained, these network met-
rics are used as inputs to the computational algorithm
proposed in [12] that allows to estimate the amount of
satisfaction experienced by users of a VoIP system.

A detailed description of the proposed analytical
method appears in the next section. In Section 3, the
results obtained by the analytical method are con-
trasted with the results obtained through simulation.
Finally, Section 4 comments in the form of conclusions
some criteria about the validity and usefulness of the
obtained results.

2 Analytical models

The starting point for the development of the mathe-
matical model is a congested link where some AQM
mechanism is implemented. Considering an Internet
router in which TCP and user datagram protocol
(UDP) flows are mixed, the interaction between these

Round-Trip Time (RTT)

TCP Sources

UDP Sources
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flows and the router AQM mechanism can be repre-
sented as illustrated in Fig. 1. TCP sources regulate
the generated traffic depending on the packet loss rate
and on the round trip time (RTT) experienced by the
packets. On the other hand, UDP sources are unre-
sponsive to the degree of congestion that the network
presents.

From the point of view of queuing theory, the router
can be considered as a queue whose service discipline
and service time will be determined by the acting AQM
mechanism and by the capacity of the output link.
Different from the analysis carried out in [13], in this
work it is taken into account the feedback that exists
between the queue and the traffic sources. The steady-
state solution of the system (fixed point) resulted from
its inherent interaction is considered. This idea was first
described in [14] and later it has frequently been used to
model the behavior of different TCP implementations
[15, 16]. Starting from an accurate model of the sources
and the queue, the fixed point corresponds to the op-
erating point of the real network. The obtained values
of loss rate, average queue delay, and jitter serve as
inputs to the E-Model [12] to estimate customers’ mean
opinion score (MOS) for voice applications.

While the analytical models themselves are not
new, its combination and application to VolIP traf-
fic in networks with congestion avoidance had never
been addressed in previous works to the best of our
knowledge.

2.1 Fixed point approach

Let Y and 1" be the arrival rate generated by the
i-th TCP and UDP source, respectively (see Fig. 1). The
total arrival rate, A, is

n

Hy
= 300 130 M
i=1

i=1

m

where n; is the number of TCP sources and n, is the
number of UDP sources. Let g; (A7) and p; (A1) the
average queue delay and f;(q;, p;) the packet loss rate
determined by the queue model and the throughput
of the i-th TCP source. Assuming that the arrival rate
of the UDP sources is constant and is not affected by
network congestion, then the operating point can be
found in such a way that satisfies

D tiqir), pi O) + Y MY = Ar )

i=1 i=1

Equation 2 is of the form f(x) = x where Ay is a
fixed point. Depending on the queue model used, it
is not always possible to find a compact expression
for g; (A1) and p; (A1). The solution of Eq. 2 can be
found using computational methods (e.g., using Brent’s
method).

2.2 Source model

Since UDP protocol does not have the ability to adapt
the transmission rate to the predominant network con-
ditions, the arrival rate from sources associated to this
protocol will be considered constant. This can be the
case of a voice codec generating equal size packets at a
constant rate (e.g., G.711). On the other hand, sources
based on TCP protocol will adapt the transmission
rate depending on the amount of congestion actually
experienced.

In what follows, a widely used model for steady-state
throughput estimation of TCP sources proposed in [17]
will be considered. This model is applicable to TCP
Reno sources, one of the most widespread in Internet
[18]. Here the throughput is a function of the loss rate
and the round trip time experienced by the link. Using
the same previous notation and in accordance with [17],
the throughput of a TCP source can be approximated
by the following expression

t;(g;, p;) = min ,
(qi> Di) RTTo + ¢

(RTTy + g) / 222 + T, min (1, 3 ”’TP> pi (1+32p?)

®)

where RTT) is the round trip time without taking into
account the delay produced by the queue, Wy, is the
maximum window size configured at the receiver (mea-
sured in segments), 7T, is the waiting time before the
first retransmission and b is the number of packets that
are acknowledged by ACK (typically two).

2.3 Drop-tail queue model

In order to consider the benefits that can be obtained
by using AQM in the presence of voice traffic, firstly it
is necessary to establish the network behavior when a
traditional queue mechanism such as drop-tail (DT) is
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used. A DT queue can be analyzed with classic models
of queuing theory. In this case, the model can be de-
scribed using the abbreviated Kendall notation [19] as a
G/G/K + 1 queue. That s, a queue with arrival process
and service time characterized by a general distribution,
only one server and capacity for K packets in the queue.
Considering a link with constant capacity, the service
time distribution will be determined by the distribution
of the packets size. Studies accomplished in the Internet
[20, 21] show that this distribution is predominantly tri-
modal due to the combination of the TCP acknowl-
edgments (ACK) and the prevalence of two maximum
transmission units (MTU). However, this distribution
can vary as a consequence of the continuous appear-
ance of new applications [21]. In the simplified model of
Fig. 1, this distribution will be characterized by the com-
bination of the TCP maximum segments size (MSS) and
by the size of the frames generated by the voice codecs
and other sources of unresponsive traffic.

The arrival process distribution is much more diffi-
cult to be described due to the bursty nature of the data
packets that characterizes many of the traffic sources in
the Internet. Some studies [22] evidence that Internet
traffic exhibits a self-similar behavior, in other words,
the statistical traffic patterns have similar characteris-
tics when they are analyzed in different time scales.
These observations have led many researchers to avoid
the use of classic models of queuing theory. However,
recently, these models have been revisited with accept-
able results in the analysis of some Internet systems
[14, 15, 23]. Specifically, in [2], it is demonstrated that
the traffic produced by the overlap of a considerable
number of sources tends to behave as a Poisson arrival
process. Considering a high multiplexing level in the
input of the congested link, the aggregated traffic can
be approximated by an exponential distribution. As a
result, this system becomes an M/G/K + 1 model.

Foran M/ G/ K + 1 queue, the probability of existing
j packets in the system in an arbitrary steady-state time
instant, P]].)T, can be computed (using classic results of
queuing theory, [19]) as

por - _Hi j=
/ l14+aH’

0,1,...K (4)

where a is the offered traffic and H;and H are obtained
as follows:

j
Hj., = <Hf — V= Z%HIHI') vo

i=1

j=01,...K—1 5)
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H=1+) H, (6)
i=I

being Hy =1 and v; the probability that j packets

arrive during the service time. The loss probability is

obtained as:

K
_ pDT _ g _ DT _ H
p=Pgi =1 E:Pj =1
j=0

B 1+aH

™)

Using Eq. 4 and Little’s formula [19], the average
queue waiting time is:

YE G- PRt g
T Taa ®

In the above model, the loss probability and the
average queue waiting time are the same for all traffic
sources so, in Eqs. 7 and 8 the subscript i has been omit-
ted (p; = p and q; = q). In practice, there can be differ-
ences between the values of loss and delay experienced
by packets sent in burst from some sources. The validity
of this and other approaches included in the model will
be analyzed and contrasted with experimental results in
the next section.

Jitter is estimated from the standard deviation of the
packet delay. Let a& denote the system queue waiting
time variance. Considering that a packet that enters in
the queue should wait until all previous packages in
the system were served, and using the results from [24]
leads to

O’; = Qaﬁ + O’éhz 9)

where Q is the average number of packets in the sys-
tem, aé the variance of the number of packets in the
system, & the average service time, and o}f the variance
of the average service time.

From Eq. 9, the jitter experienced by the i-th traffic
source can be computed as

0; = /0§ + oy, (10)

where oy, is the average service time variance of the i-th
traffic source.

The network equilibrium point can be found using
Eqgs. 2, 3,7, and 8. Once the fixed point is determined,
the values obtained through Egs. 7, 8, and 10 are used
to estimate the degree of end-user satisfaction of VoIP
systems.

2.4 ARED queue model

When ARED is implemented in the router queue, the
packet loss rate will be conditioned by the discard



Ann. Telecommun. (2009) 64:225-237

229

probability function of the algorithm, in accordance
with

0, lq < ming,
1, lq > maxy, (11)

lq—ming,
maxp ( ———=—,
max, — MiNgy

where ming, and maxy, are the maximum and mini-
mum average queue size threshold between which the
discard probability has a linear behavior with positive
slope, max;, is the maximum probability value in that
interval and /; is the average queue size, updated from
the instantaneous queue size, Iy, in the following way

Prep (lg) =
elsewhere

lg <— (1 —wq)lq+wqly, 0<wq<1 (12)
where wyq is a weighting factor that indicates the weight
that the most recent sample (/) has in relation to the
cumulated average /.

The steady-state probability of queue occupation can
be obtained using a Markov chain and approximat-
ing the arrival process and service time distributions
by exponential distributions. In this case, the process
becomes a birth—death process. By approximating the
average queue size by the instantaneous queue size,
the steady-state probability of having j packets in the
system can be computed as

=l
a’ [T (- prep ()
ARED 1=0
P - K+l i1 (13)
1+ > a [~ prep D)
i 1=0

i=1

where a is the offered traffic.

One needs to take into account the adaptive be-
havior of ARED in the computation of Eq. 11. The
parameter max,, is adjusted according to the arrival rate
following the guideline presented in [25].

Fig.2 AVQ queue diagram !

The ARED algorithm can be configured to discard
all the packets with equal probability (packet mode) or
to discard packets depending on its size in bytes (byte
mode). In the first case, the packet discard rate will be
the same for all the traffic sources and can be obtained
as

K+1

p=Y_ PP prep () (14)
j=0

When ARED is configured in byte mode the loss rate
will depend on the size of the sent packets so the loss
rate for the i-th source is computed as

rephy <
pi= 7[ > PIREP prep () (15)
=0

where /; is the average service time for the i-th source.

The queuing delay experienced by packets from the
i-th traffic source can be computed from Little’s for-
mula as

K+l
S (j—1) PpREP
j=0
= 16
TR (19
2.5 AVQ queue model

For the case of a queue with AVQ mechanism, the
model was obtained in a different way due to the spe-
cific characteristics of this AQM algorithm. In Fig. 2, a
block diagram of an AVQ queue model is shown. Here
the system is composed of two queues, the first one
representing the virtual queue which determines the
loss probability. Traffic that is not discarded will wait on
the second queue until being served. Given that the link
capacity of the first queue is less than the link capacity
of the whole system, the second queue practically does
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not experience congestion; therefore, the delay is small
in comparison with a DT queue.

When the AVQ algorithm is configured to measure
the size of the queue in packets, it can be used (Eq. 7) to
determine the loss probability with the difference that,
in this case, the link capacity is, C = pC where p is
the desired utilization. However, the predetermined
configuration of the algorithm measures the size of
the queue in bytes (note that a steady-state analysis is
being made and the adaptation mechanism developed
in AVQ ensures that the link utilization fulfils the
desired utilization). This implies that bigger packets
will experience high loss rates when the queue begins
to saturate. In order to take into account this effect,
the queue is represented using a batch arrival model
of the form MX1/M/1/K + 1, where X is the random
variable for the number of octets in the packet and K
is the maximum queue size, both expressed in bytes. In
this case, the probability distribution of the steady-state

system, PEL)AVQ, can be found through the following
expressions:
K+1
(DAVQ _ p(HAVQ _
Py =Py Z &
i=1
K+1
Y
PNV = e ( +X )
i=1
j-2
HAVQ
i=0
K
HAVQ HAVQ
PS(il = Z PE ) aK+1-i
i=1
K+1
v
P(()I)AVQ + Z Pj»l)A Q -1 (17)

=1

where, a, = A/, A, is the arrival rate of the n-size
packets and u is the reciprocal of the time required for
the transmission of 1 byte. Assuming that all packets
produced by the i-th traffic source have the same size n,
the loss probability will be

K+1

AVQ
pi= 2, P (18)
j=K+2—n

The traffic that is not discarded enters on the second
queue with an arrival rate . = At (1 — p). The packet
average waiting time can be calculated substituting in
Eq. 8 the steady-state system probability distribution
by that of an M/G/1 model which is a particular case
of DT for K = oco. In the same way, the jitter can be
estimated using Eq. 10.

@ Springer

2.6 Multiple congested links and other considerations

In an Internet voice communication, packets travel
through multiple links. Depending on the route, con-
gestion can occur in more than one link. The previously
described model for a congested link can be easily
extended to a topology with multiple links. In this case,
the network can be represented by a set of cascaded
queues where the traffic experienced by a particular
link will enter the next queue being mixed with the
traffic generated by another set of sources. Applying for
each queue the procedures described in the previous
subsections, the operating point of the whole system
in steady state can be found. The loss probability, the
average waiting time, and the end-to-end jitter consid-
ering m queues can be computed, respectively, as

p=1-]]0=pw (19)
vm
q= ZCIm (20)
vm

o= IZG,%l (21)

The proposed model assumes a reliable data link
layer (i.e., packet loss and significant delay variations
are located at the queue of the networks’ nodes due to
traffic congestion) as well as stable routing mechanisms.
The above is true for most wired networks but it could
be different for certain types of wireless networks.
Particularly, wireless multi-hop ad hoc networks (e.g.,
IEEE 802.11) can suffer significant packet drops at data
link layer and re-routing instability. In such cases, the
model should be modified to reflect these behaviors.

2.7 MOS calculation

Mean opinion score (MOS) [26] has been traditionally
used to measure subjective perception of voice com-
munications. MOS is given on a scale of 1-5, where a
higher value corresponds to better quality. Since MOS
is a subjective test difficult to be carried out in practical
situations, some other objective tests have been devel-
oped. ITU recommendation G.107 describes E-model,
a computational algorithm that incorporates impair-
ment factors present in modern transmission networks.
The output of E-model is a scalar quality rating value,
R, which is computed as

R=Ry—I—Is—Teqr + A (22)

where R, represents, in principle, the basic signal-to-
noise ratio, I is a combination of all impairments that
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occur more or less simultaneously to the voice signal,
14 represents the impairments caused by the delay, le.s
is the effective equipment impairment factor and A is
an advantage factor. From the calculation of R based
on network metrics, the correspondent MOS value,
MOScq, for conversational quality can be derived as

MOSco = 1+ 0.035R + R (R — 60) (100 — R)7 x 10~°
(23)

Equation 23 is valid for 0 < R < 100. For R <0,
MOSco =1 and for R > 100, MOScq = 4.5. Table 1
shows the relationship between the R-value of the
E-model, the MOS score and the equivalent degree of
user satisfaction.

With the use of standard parameters [12], the results
that characterize a high quality voice transmission are
obtained with R = 93.2. Taking into account only net-
work impairments such as delay, jitter, and packet loss,
Eq. 22 can be rewritten as

R=932-— Id — Ieeff (24)

Assuming that perfect echo cancellation exists in the
network, the delay degradation factor is reduced to
zero when one-way delay is below or equal to 100 ms
(T, < 100 ms). For T, > 100 ms, /4 is computed as

1d=25{(1+x6)3‘—3[1+(§)6}é+2} (25)

where
Ta

_log( )
o loglg (26)

The parameter T, is composed by the sum of all the
delays that occur from the initiation of a voice signal
until the reception and identification of the identical
signal at the received output speaker. It includes delay
introduced by the codec and the time necessary to
accomplish all operations until a packet is sent. Once
a voice packet is put in the network, it will suffer
delays due to the propagation time of the physical com-
munication channels, the transmission delay associated

Table 1 Relationship between the R factor and MOS score

User satisfaction R factor MOS

(lower limit) (lower limit)
Very satisfied 90 4.34
Satisfied 80 4.03
Some user dissatisfied 70 3.60
Many user dissatisfied 60 3.10
Nearly all user dissatisfied 50 2.58

to channel capacity, and the delay introduced by net-
work nodes. Packets which arrive at its destination still
have to experience delays produced by the unpacking
and decoding processes and one more additional delay
caused by the jitter buffer at the receiver. In the model
presented in this paper, the value of T, is computed as

Ti=To+q+ f(o) 27)

where 7| is the end-to-end delay without including
the delays in the queue (which depends basically on
the topology and the links transmission parameters)
and f (o) is a function of the jitter that depends on
the algorithm used in the jitter buffer at the receiver.
Throughout this paper it will be used

f(o)=4do (28)

In all the studied scenarios, the use of Eq. 28 guar-
antees a sufficiently wide margin to absorb the jitter
produced in the queues of the routers with a negligible
discard rate.

The degradation factor introduced by the use of low
bit rate codecs, Ie, is tabulated in ITU-T recommenda-
tion G.113 [27]. The value of the effective equipment
impairment factor when the encoders operation is un-
der conditions of random packet loss is computed as

p
p + Bpl
where the packet loss robustness factor, By, is defined
as a codec-specific value in [26] and p is computed

through Eqgs. 7, 14, or 18 depending on the AQM
algorithm under consideration.

Iecr = Ie 4+ (95 — Ie)

(29)

3 Results and discussion

In this section, the results obtained by applying the an-
alytical procedure proposed above to obtain the mean
opinion score for voice applications are presented.
Three network scenarios are considered providing el-
ements about the validity of the proposed theoreti-
cal model and about the performance of some AQM
schemes in the presence of voice traffic.

3.1 Experiment setup

The network scenario was composed by a congested
connection where voice applications were mixed with
a variable number of TCP sources as shown in Fig. 3
The round trip time for TCP connections were varied
in the range of 20 to 400 ms. The maximum TCP’s
segment size was set to 1,000 bytes which is approx-
imately the average MSS value commonly observed
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10 Mbps
variable delay

@ VoIP terminal
unresponsive traffic node

Fig. 3 Network simulation topology

O long-lived traffic nodes
(I]]]]]]D short-lived traffic nodes

in the Internet [23, 26]. The AQM mechanism under
study was activated in routers having a queue capacity
of 120 packets. The target queue size was set to 20
packets. This represents an average queue delay of
approximately 40 ms considering a mean packet size
of 500 bytes and a link capacity, C, of 2 Mbps. The
voice calls were simulated using constant bit rate traffic

sources. In doing so, UDP sessions were established
with a payload of 92 bytes per packet, 80 of them
corresponding to the audio samples and 12 to the real-
time transport protocol header. Packets were sent at a
rate of 100 packets/s to simulate a G.711 codec.

Simulations were conducted using the network sim-
ulator. Each simulation was replicated starting calls se-
quentially by intercalating idle periods of 10 s between
the end and the beginning of consecutive calls. The
number of replications was adjusted to obtain estima-
tions with a confidence interval of less than 5% of the
mean value with 95% confidence.

3.2 Predominant TCP background

The MOS values obtained for different AQM mecha-
nisms are shown in Fig. 4. The number of TCP sources
was increased to observe the performance of the algo-
rithms in conditions of severe congestion. The results
obtained using the fixed point approach are repre-
sented in continuous lines while the dashed lines show
the simulation results.

In all cases, a great similarity is observed between the
analytical results and the results of the simulation. For
the case of a DT queue, the quality of the voice calls de-
grades with the increase of the number of TCP sources;

Fig. 4 Analytical and 5 :
simulated MOS values
4L
3L
()]
O
=
oL
1|
—+— DT
—&— ARED
—A— AVQ
O 1
40
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Fig. 5 Cumulative

probability function
of the queue

Cumulative Distribution Function

— — — simulated
theoretical

it is predictable that with the increasing congestion
the packet loss rate and the delay will increase too
and, therefore, the MOS values will decrease. However,
when ARED is implemented and configured in byte
mode, the loss rate experienced by the voice packets is
low when compared with that of the TCP packets that
have bigger size (MSS = 1,000). Furthermore, as it is
shown in Fig. 5 the mean value of the queue occupancy
distribution is near the desired value of 20 packets. As
a result, the MOS achieved with ARED corresponds to
a high user satisfaction and, as it is verified in Fig. 4,
this result holds when the number of responsive traffic
sources is increased.

When the AVQ algorithm is implemented in the
routers, the results are even better because the loss
rate and the queue average waiting time are smaller
in comparison with ARED. The AVQ configuration
used measures the size of the queue in bytes so, bigger
packets will be more affected for the loss probability
while the queue occupation is maintained in low levels.
As in ARED, with the use of AVQ the quality of voice

120
Queue length

calls does not suffer with the increase of the number
of TCP sources. These results confirm the statements
done in [3] about the benefits that real time applications
receive from AQM mechanisms.

The above-mentioned is valid for the analyzed net-
work scenario, which reflects some of the typical char-
acteristics of the global network links. However, due
to the heterogeneity of the Internet, these character-
istics can vary in some network segments. In the next
subsection, the performance of the AQM algorithms is
analyzed when the traffic pattern is altered.

3.3 Variations in TCP MSS

In the previous subsection, it was considered a TCP
maximum segment size of 1,000 bytes which corre-
sponds to the average MSS value observed in the
Internet [21]. Since apparently the benefits obtained
by using AQM are much related to the bias of the
packet loss rate due to bigger packets, it would be
reasonable to hope that the end user-perceived voice

Table 2 MOS for different

ble 2 MOS DT ARED AVQ
vo ues ol maximumsegment ey 1000 500 80 1000 500 8 1000 500 80
Analytical 207 317 428 425 416 424 435 437 424
Simulation 210 302 419 429 416 424 438 437 412
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Fig. 6 Occupancy probability 0.25 : : :
function of the DT queue for '
different values of MSS
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Fig. 8 MOS values when 5 ,
ARED is in packet mode and
the AVQ queue is measured
in packets
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quality may degrade as the size of the TCP packets
becomes comparable to the size of the voice packets.
Table 2 shows the values of the mean opinion score
for different maximum segment size values obtained
with 100 homogeneous TCP sources (i.e., with identical
configuration parameters).

When the size of the segments is decreased, the
transmission time is also decreased. This leads to an
increase in the service rate. As a result, a decrease
in the queue average waiting time is produced in all
cases. In particular, for a DT queue, this decrease is
significant and, together with the displacement of the
queue occupation distribution moving away from its
physical limit and causing less packets loss (see Fig. 6),
it produces a gradual increment of the MOS as the
value of the TCP maximum segment size decreases.

The AQM schemes continue offering a satisfactory
quality of service for the VoIP applications. This means

60 80 100 120
Number of TCP flows

that ARED as well as AVQ are able to satisfy their
design parameters without imposing a noticeable
packet loss rate (inferior to 1%) for the users of the
voice services. Clearly, if the number of sources is
increased it is more difficult to regulate its transmission
rate and, consequently, a deterioration of the quality of
service will take place in all the cases.

3.4 Increasing the unresponsive traffic

In the previous example, the traffic that was mixed
with the voice applications was composed exclusively
for TCP-based traffic flows. In this sense, a good per-
formance of the AQM algorithms is predictable since
they were projected basically to work with this kind of
traffic. The next experiment includes the presence of
unresponsive traffic in conjunction with the TCP-based
traffic flows.

Table 3 Relative error for
different experiments

Experiment DT ARED AVQ

Mean  Max Mean  Max Mean  Max
Predominant TCP background (Fig. 4) 0.0315 0.0532 0.0068 0.0147 0.0062 0.0122
Variations in TCP MSS (Table 2) 0.0173  0.0215 0.0031 0.0093 0.0120 0.0291
Increasing the unresponsive traffic (Fig. 7)  0.0444  0.0634 0.0163  0.0283  0.0090  0.0261
Changes in AQM operation (Fig. 8) 0.0315 0.0532 0.0219 0.0401 0.0189 0.0323

@ Springer



236

Ann. Telecommun. (2009) 64:225-237

Figure 7 shows the MOS values in the presence of
a growing number of UDP flows that represents an
amount of traffic up to half the available capacity. The
number of TCP sources was fixed to 50. Once again, an
appropriate correspondence between the analytical re-
sults and the results of the simulation is noticed. ARED
and AVQ provide a satisfactory quality of service while
DT exhibits a bad performance. In all cases, quality
degradation is not observed with the increase of the
unresponsive traffic. This is due to an unequal distri-
bution of the available capacity, scenario in which the
UDP sources are benefited. TCP connections reduce
their transmission rate allowing unresponsive traffic to
occupy a larger bandwidth.

3.5 Changes in AQM operation

All the previous results were obtained operating
ARED in byte mode and expressing the size of the
AVQ queue in bytes. These parameters were then
altered in the configuration of the AQM algorithms to
observe their effect in the quality of service of the voice
applications. Figure 8 shows the QoS degradation when
ARED is configured in packet mode. Now the chances
for a flow to have a packet discarded is related to the
number of transmitted packets and not the number
of transmitted bytes. The loss rate experienced by the
voice traffic is comparable to that of the TCP packets
and rises with the increase of the traffic payload. As
a result, ARED exhibits a similar performance to that
observed with DT. In the case of AVQ, the modifica-
tion in the queue measurement unit did not significantly
alter the quality of service of VolIP.

In all conducted experiments, it was verified that
the theoretical predictions match the simulation results
with acceptable accuracy. Table 3 shows the values of
the mean and maximum relative error. The worst case
was observed using DT while increasing the number of
unresponsive traffic with a mean and maximum relative
error of 4.44% and 6.34%, respectively. The curves
in Fig. 7 show that the analytical model tends to be
pessimistic and therefore in this case the approximation
errors could be considered as a safety margin for design
purposes.

4 Conclusions

Simulation tools have been traditionally used to eval-
uate AQM performance in complex scenarios. In this
paper, a new analytical method was proposed to eval-
uate the impact of active queue management on the

@ Springer

quality of service of voice over IP systems. The numeric
examples above described evidence that the proposed
analytical model for estimating the user satisfaction
gives similar results to that obtained through computer
simulation. The results agree with previous works ev-
idencing that the use of some AQM schemes provide
a better voice quality than traditional drop-tail queues.
The proposed method can assist in the deployment of
VolIP systems, providing useful information to network
designer with a high degree of accuracy in a cost-
effective manner.
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